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Some notes and derivations.  



Gaussian-modified-exponential 
A normally distributed random number with an addition of an exponential 
random number is called an exponential-Gaussian or Gaussian-exponential. 
The characteristic function is 

ϕEG (s) = e
isq0e

−1
2
σ 2s2

(1− is / c)
The PDF that corresponds to this is 
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Recall that c is the constant for exponential PDF: θ(x)c e−cx , σ  is the std. dev. of the Gaussian  
q0  is the mean of the Gaussian.  
Erfc[x]  is the complement of the error fuction.  

Erfc[x]= 1− Erf [x]= 2
π

e− t
2

dt
x

∞

∫
When cσ  is small the Erfc acts like a step function. 
Some care is needed in calculation in case of negative 
or very large arguments. 
The Mean of the PDF is (q0 +1/ c) 
The Variance is (σ 2 +1/ c2 )
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Calculate the exp-normal
To calculate the PDF we could invert the characteristic function. 

PEMG (x) = 1
2π

eisq0e
−1

2
σ 2s2

(1− is / c)−∞

+∞

∫ e− isxds

But in this case the explicit convolution integral seems to be easier.  We use the fact that 
the exponential is defined above  0 to our advantage.  Set q0 = 0 for ease. 

PEMG (x) = θ(z) ⋅c ⋅e−cz
−∞

∞

∫
1

2πσ 2
e
− (z−x )2

2σ 2 dz = c
2πσ 2

e−cz
0

∞

∫ e
− (z−x )2

2σ 2 dz

We now complete the square in the power of the exponential.  

PEMG (x) = c
2πσ 2

dz ⋅
0

∞

∫ e
− 1

2σ 2 [(z−(x−cσ 2 ))2+2xcσ 2−c2σ 4 ]

PEMG (x) = c
2πσ 2

e− xcec
2σ 2 /2 2σ due−u

2
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∞

∫

PEMG (x) = c
2
e− xcec

2σ 2 /2Erfc[ 1
2

(cσ − x
σ

)]

using the definition of Erfc(x) = 2
π

e− t
2

dt
x

∞

∫



Calculate the exp-normal CDF
It is useful to calculate the CDF also. This allows ease of Monte Carlo 
simulation, and calculation of confidence levels.  

FEMG (y) = c
2πσ 2

dx
−∞

y

∫ e−cz
0

∞

∫ e
− (z−x )2

2σ 2 dz

To do this integral we have to carefully examine the domain of integration and 
the order of inetgration.  First we switch the order of integration and change variables 
t = (x - z)

FEMG (y) = c
2πσ 2

e−cz
−∞

y

∫ e
− (z−x )2

2σ 2 dxdz
0

∞

∫ = c
2πσ 2
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y−z

∫ e
− t2

2σ 2 dt dz
0

∞

∫

t

z

t=y-z

area of integration

y

Notice that the integral over t  has an upper limit to , and the 
integral over z is over (0,  y - t). and so we can switch the integration and change limits. 

FEMG (y) = c
2πσ 2

e−cz
−∞

y−t

∫ e
− t2

2σ 2 dzdt
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y

∫
and now we are integrating only over a exponential in the z direction. 

FEMG (y) = 1
2πσ 2

e
− t2

2σ 2 (1− e−c(y−t ) )dt
−∞

y

∫
For the second term we again to the trick of completing the square for the exponent

FEMG (y) = 1
2

(1+ Erf ( y
2σ

)− 1
2
e
−c(y−cσ

2

2
)
(1+ Erf ( 1

2σ
(y − cσ 2 )))
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lognormal distribution
The normal distribution arises as we take the sum of repeated measurements or 
random numbers drawn from some distribution.

The sum tends to a normal distribution.  X  =  xi
i=1

n

∑
In this sum, the random numbers have support over (-∞,  +∞). 
We can ask how is the exponential of X  distributed.  Y  =  eX

Y = yi
i=1

n

∏     where yi = e
xi .   However now yi > 0

PX (x) = 1
2πσ

e
− (x−µ )2

2σ 2    ..... use PY (y)dy = PX (x)dx 

PY (y) = 1
2π ⋅σ ⋅ y

e
− (Log(y)−µ )2

2σ 2 .....    y > 0

The cumulative distribution function is easy to show 

FY (y) = 1
2

[1+ erf Log(y)− µ
2σ
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By StijnDeVuyst - https://commons.wikimedia.org/

Y  is normally distributed and so X =  eY  will be lognormal distributed. 
An important distinction is, of course, that X ranges from 0 to ∞. 



lognormal moments and characteristic function

The moments can be calculated by integrating 

xn = 1
2π ⋅σ ⋅ x0

∞

∫ e
− (Log[x ]−µ )2

2σ 2 xndx

xn = 1
2π ⋅σ ⋅ x0

∞

∫ e
− (Log[x ]−µ )2

2σ 2 +nLog[x ]
dx  .... complete the square

xn = 1
2π ⋅σ ⋅ x0

∞

∫ e
− (Log[x ]−(µ+nσ 2 ))2

2σ 2 +(µn+n2σ 2 /2)
dx = enµ+n

2σ 2 /2

For the characteristic function there appears to be no closed formula

φX (s) = 1
2π ⋅σ ⋅ x0

∞

∫ e
− (Log[x ]−µ )2

2σ 2 ei⋅x⋅sdx ....   if s has a negative imaginary part then this diverges

But we know the moments and so they could be used to construct a CF in an infinite series.

φX (s) = (is)n

n!
enµ+n

2σ 2 /2

n=0

∞

∑ ......   It can be proved that this diverges also.  



Normal Expnormal Lognormal

PDF 1
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CF eiµs−σ
2s2 /2 eisµe
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2
σ 2s2

(1− is / c)
(is)n

n!
enµ+n

2σ 2 /2
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∞

∑ ... divergent

Mean µ µ +1/ c eµ+σ
2 /2

Var σ 2 σ 2 +1/ c2 (eσ
2

−1)e2µ+σ 2

Central
Moments

(x − µ)p =

    σ p (2k −1)
k=1

p/2

∏   for p even

     0                 for p odd

(x − µ)p =

    1 / c                ...  p = 1
    2 / c2 +σ 2      ...  p = 2
    6 / c3 + 3σ 2 / c... p = 3

xn =

        enµ+n
2σ 2 /2

The lognormal arithmetic moments are provided. The 
lognormal could be shifted by a parameter (M).  This will 

shift the mean by M. 

Here is everything on one page. 



exercise to make lognormal mimic an exp-normal

Start with an Exp-normal.  
µ=0, c=1/30, σ = 6
1/ c = 30,
2 / c2 +σ 2 = 1836
6 / c3 + 3σ 2 / c = 165240
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match the 2nd  and 3rd  moment
2µ+2σ 2 = Log(1836) = A
3µ + 9σ 2 / 2 = Log(165240) = B

⇒ µ = 1
6

(9A − 4B) = 3.26291

⇒σ 2 = 1
3
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exp-norm

lognormal that 
mimics

It is possible to adjust it further by a  shift (M_shift)



comparison of properties
• Both the EMG and Lognormal have heavy tails, and therefore 

appear to be interesting models for data that has one sided tails.  

• Neither EMG and Lognormal are part of the group of Stable 
distributions.  A distribution is called stable if a linear combination 
of two random variables drawn from it also has the same 
distribution (up to location and scale parameters)

• the EMG has support over the  (-inf, +inf). Lognormal has support 
from 0 to inf (for the parameter M=0) 

• It should be possible to adjust the parameters to match the second 
and third moments of EMG and Lognormal to make the two look 
similar. The mean can then be used to adjust the shift parameter.  

• For experimental physics using either distribution for fitting seems 
reasonable, but it might be useful to understand the underlying 
process to see which one is a better model.  



Brute force comparison by fit
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The moment tuning can be done with an explicit fit.  
The red curve is an Exp-normal with parameters in 

the legend. 

Exp-normal parameter 
µ=0, c=1/30, σ = 3.5

Fitted Log-normal parameters
Mshift = 7.09,  µ=3.337,  σ =0.817
(apologies for using the same symbols)
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